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Abstract
Total hip metal arthroplasty (THA) model-parameters for a group of commonly used ones is optimized and 
numerically studied. Based on previous ceramic THA optimization software contributions, an improved 
multiobjective programming method/algorithm is implemented in wear modeling for THA. This computational 
nonlinear multifunctional optimization is performed with a number of THA metals with different hardnesses and 
erosion in vitro experimental rates. The new software was created/designed with two types of Sytems, Matlab 
and GNU Octave. Numerical results show be improved/acceptable for in vitro simulations. These findings are 
verified with 2D Graphical Optimization and 3D Interior Optimization methods, giving low residual-norms. The 
solutions for the model match mostly the literature in vitro standards for experimental simulations. Numerical 
figures for multifunctional optimization give acceptable model-parameter values with low residual-norms. Useful 
mathematical consequences/calculations are obtained for wear predictions, model advancements and simulation 
methodology. The wear magnitude for in vitro determinations with these model parameter data constitutes the 
advance of the method. In consequence, the erosion prediction for laboratory experimental testing in THA add 
up to the literature an efficacious usage-improvement. Results, additionally, are extrapolated to efficient Medical 
Physics applications and metal-THA Bioengineering designs.

Keywords: Dual Nonlinear Optimization, Metal Artificial Implants (MAI), Hip Implants, Total Hip Arthroplasty (THA),  MoM 
(Metal on Metal hip implant), In vivo experimental, In vitro clinical experimental, Objective Function (OF), Prosthesis Materials, 
Wear, Biomechanical Forces. 

Introduction 
In hard-bearings THA prostheses, the metal group is the 
second generic one in high magnitude hardness parameter, 
following ceramics. During the clinical practice, it is frequent 
to combine polyethylene cup with a metal head—namely, MoP 
THA. Ceramic materials is the generic group whose hardness 
magnitude is highest [1,2,9,16,17,19]. A post-operation 
inconvenient for patients is pain when moving the articulation. 
This happens specially with ceramic CoC implants, because 
of their high hardness magnitude. In previous contributions, 
[1,,2], THA ceramic modelling optimization was presented, 
[2,3,4,6],  for a multiobjective optimization, namely. (Zirconia 
(ZrO2), Alumina (Al3O2), ZTA (Zirconium Taughtened 
Alumina) Biolox, and ZTA Biolox-Delta. In that publication,  
K adimensional constant of the model had one magnitude 
order lower than K-metal THA determined in this research.  

For wear prediction statistics database, experimental work 
in vitro involves THA wear simulations. These laboratory 

methods try to simulate in vivo conditions with a large 
variety of technical-apparatus and computational modelling 
optimization. In general, there are analytical models, and 
Finite Elements models. The analytical models could have also 
differential and integral calculus parameters. Table 1 shows 
a brief classification of the literature methods-variants and 
combinations [13-16,17]. 

It is difficult at in vitro experimental work to simulate with 
mathematical modelling precisely all the THA-wear factors 
once the prosthesis has been surgically implanted in the patient. 
Table 2 shows these difficulties, both in patients and external 
ones depending on the hospital staff and/or technical facilities. 
The anatomical zone has many normal conditions, such as 
important motion and spinal stabilization muscles, ligaments, 
combinations of biomechanical forces, gait, individual 
walking/movement habits, etc. Additionally could coexist 
pathological conditions, namely osteoporosis, associated 
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diseases, fractures, osteonecrosis, osteomyelitis, etc. 

From the biomechanical-dynamics point of view, the influence 
of kinetics and kinematics is essential to simulate in vitro THA 
wear. Hip kinetics, (loads, momentum, torque), is the most 
important factor as it comprises biomechanical forces and 
torques. Kinematics is also important, related to positioning, 
speed, and accelerations of the hip joint movement—Figure 
1. The pathogenesis of hip articulation malfunction is caused 
statistically mostly by the high incidence/prevalence of femur 
neck fracture due to osteoporosis. This happens usually in 
elderly patients. According to statistics in Europe, Germany 
and Switzerland are the countries where a higher number of 
THA are surgically implanted/fixed [12].The load over the 
joint could be a traumatic loading or fall load. Both could 
cause a femur neck fracture provided the bone is weak, usually 
for ageing and/or osteoporosis, and/or associated pathologies. 

In previous publications, [1], a classification of clinical factors 
related to THA surgery were presented. Namely, the PF-
TCF Hip Arthroplasty Functional Treatment Classification 
[Casesnoves, 2021]. PF are factors depending on patient, 
and TCF are technical-clinical factors of the hospital and/
or traumatology-orthopedics service. Table 2 presents this 
classification improved and explained.

The hip articulation biomechanical system is essential 
for locomotion and its biomechanical structure is rather 
complex for kinematics and kinetics. In brief, the optimal hip 
biodynamics depends on two factors. First one is the powerful 
muscles that perform the movement, walk and run mainly. 
Second is the strong ligaments that set the supporting forces 
to control correctly the muscles contraction/relaxation and 
also create constraints to guide and support/prevent/resist any 
biased movement. Main ventral muscles for walk and run that 
create hip rotation cycles are Psoas Major and Minor, Iliacus, 
Abductor Longis and Adductors system. At dorsal, Gluteus 
group is essential for locomotion. Most important ligaments are 
Iliofemoral (supporting),Pubofemoral(resisting), Iliolumbar 
(limiting), and ischiofemoral (resisting). In plain language, 
hip joint resembles a sophisticated-precise locomotion human 
machine with a wide range of movements/biodynamics. The 
energy-power is provided by the muscle system, while the 
ligaments and bones constitute the biomechanical frame-
structure. This biodynamical system has been genetically-
optimized during the human evolution along million years.

Therefore, when setting a THA implant, there are two main 
objectives. The first one is to restore the approximately 
normal locomotion. The second is to resemble/configure 
biomechanically a system nearly equal to the normal one—
the most difficult surgical-bioengineering challenge. It follows 
from these objectives that THA wear prediction/determination 
in post-surgical short-term and long-term is very important. 
Modelling therefore constitutes an efficacious method linked 
to these surgical purposes.The reason is that accurate models 
are related both to restoration duration of the approximately 
normal hip dynamics/motion and also to keep the hip 

biomechanical system constraints—muscles and ligaments 
that define the movement functionality. If THA wear damages 
the implant, severe complications associated to the whole hip 
biomechanical system and dynamical locomotion could occur. 
It is straightforward to guess the complexity of the hip joint 
biodynamics and the biomechanical modelling need. 
   
In summary, this contribution presents an optimized model for 
THA metal hip wear for a group of widely used metal materials. 
Matlab and GNU Octave Systems are applied and compared 
for the optimization software design [1,2,6,22–25]. Results 
show be accurate with low residual-norms. Imaging graphs 
in 2D Graphcal of Opimization and 3D Interior Optimization 
confirm/validate the sowtware numerical results. Applications 
on Medical Physics and Biomedical engineering emerge from 
the mathematical results.    

Figure 1: Sketch of Clinical Biomechanics for THA. The torque 
creates the fracture of femur neck when it has osteoporosis, 
for example usually, in elederly women. Pictured inset left, the 
distribution of biomechanical loads that cause abrasion/wear 
in the THA implant. [Google free images modified and drawn 

by author].
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Type        ANALYTICAL NUMERICAL HYBRID
Properties
Equations(s) Simple in

general
Finite Elements
Numerical methods for analytic 
equations

Finite Elements
with analytic equations

Discrete/
Continuous

Usually discrete, but also integral-
differential models

Discrete Discrete in Finite elements, but 
continuous equations
Analytic can be done
Discrete or continuous

Linear/
Non-linear

Linear without
Separated hardness parameter

Non-linear otherwise

Finite Elements
Linear and Non-Linear

Analytic linear and Non-linear 
calculated numerically

Depending of Finite Elements and 
Equations

combinations

Table 1: Brief classification for THA modelling types

Type        PF
(Patient Factors)

TCF
(Technical-Clinical Factors)

FACTOR TYPE Patient anatomy
Ostheoporosis
Age
Individual patient kinetics/dinamycs
Optimal THA individualized
Inmunology
Histocompatibilty
Associated 
Pathologies
Infection
(resistance to radiation for eliminating 
infection)
Risk Factors:
Head size <50 mm
Acetabular inclincation >50 degrees
Severe pain
Bilateral implants
HR (head radius) <44 mm head
Female
Inmunosupresion drugs (any type)
Renal insufficiency
Suboptimal device alignment
Suspected metal sensitivity
Severely overweight
High levels of physical activity

Imaging equipment available
Surgical staff available
Operation time available at surgical 
theater
Technical equipment 
Instrumentation functionality
Hospital functionality
Type of THA 
Economical factors
Country technology in
Industrial Medical Technology
Precision in pre-operative diagnosis, 
imaging diagnosis and evaluation
Rehabilitation programs
Possibily of individual prostheses 
designs

Table 2: PF-TCF classification for hip arthroplasty surgical treatment [Casesnoves, 2021]. It is improved from a previous 
publication [2].

Materials and Simulation Data  
Materials selected for multiobjective optimization are Stainless 
Steel (316-316L) Co-Cr-Mo (Ni, Fe, Co-based-alloys), Titanium 
alloy [3,9,17–21].Their physical characteristics are detailed in 
table 3.The material and corresponding experimental in vitro 
erosion data is taken from the literature [1,2,3,9,17,20,21]. In 
this study, experimental metal wear intervals are implemented 
from [33]. However, for THA ceramic modelling optimization 

in previous studies, other authors’ publications were considered 
[1,2,3,9,17,20,21]. In all cases, units were adapted on kg, mm, 
and mm3  criteria. 

Table 3 shows the material selection data within computational 
intervals. The reason is that actually there are many variants 
of Titanium alloys, Stainless Steel, and Co-Cr-Mo [1,2,7,8]. 
Provided the units are set in mm, mm3 , kg, and s, the standard 
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K parameter of the model becomes adimensional [1,2]. This 
constitutes an advantage for simplicity/easy calculations with 
experimental data calculations and programming simulations 
in vitro. These so-defined intervals are very important when 
setting numerical data into the simulation software.

Material Hardness (Hv)
and 
Histocompatibility

Density
(g/cm3) 

Cup Head
D i a m e t e r 
(mm)

S ta in l e s s 
Steel
( 3 1 6 -
316L)

316 ϵ [155,340]

316L ϵ [199,225]
Average

8.80
8.02                  

28 [22-28]

Co-Cr-Mo
(Ni, Fe, 
Co-based-
alloys)

[239,298]
Average-good

[7.80,9.15] 28 [22-28]

Ti t a n i u m 
alloy [122,245] 

excellent

[4.43,4.66] 28 [22-28]

OPTIMIZATION DATA INTERVALS
Hardness (GPa) [1.8633 , 3.5303]
Experimental
Erosion
(mm3 / Mc)

[0.001,2.000]

Complementary
Data 

ElasticityModulus and 
Fracture Thoughness 
are useful for other type 
of calculations. The 
standard femoral head 
used diameter is 28mm. 
Cast Co-Cr alloy hardness 
varies in literature. There 
are a large number of 
Titanium alloys available 
with closely hardness. 

Table 3: Material parameters and programming numerical 
settings.

Optimization Algorithms and Clinical Medical Physics 
parameters  
The method is similar to dual and multiobjective optimization 
for ceramic THA previously published [1,2,15,16,33].  The 
algorithms implemented are based on classical Archard’s 
model [1,2,15,16,33], but with vector-matrix and units 
modifications [Casesnoves Algorithm , 2020-1]. A variant 
from this model with evoluted algorithms was developed in 
previous contributions [Casesnoves, 2018-2020,5]. In the 
literature, a type of the classical equation for wear optimization 
of hip implants without hardness reads,

 ;;DxFxKW 1 ⊥=


  (1)
where K1 is a constant that depends on hardness, F is load force 

(vector, and it is taken the normal component), and D is the 
sliding distance that depends on the velocity. There are several 
versions for this type of equation published studies [1,2,18,22,
24,26,27,28,29,30,31,32,33,34].

However, it is considered the classical formula for this 
study objectives. The criterion is that hardness must be, for 
optimization precision, a separated parameter such as,

 ;
H

XLKW ×
=     (2)

where K is wear constant specific for each material, L 
biomechanical load (N, passed here to kg and mm), X sliding 
distance of the acetabular semi-spehere of the implant (mm), 
W is wear (mm3), and H is the hardness of the implant material 
(MPa, here it is used always kg and mm). 
Hence, for Least Squares optimization,
minimize,
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where K is wear constant specific for each material, L 
biomechanical load (vector, N, passed here to kg and mm), 
X sliding distance of the acetabular semi-spehere of the 
implant (vector, mm), W is wear (vector, mm3), and H is 
the hardness of the implant material (vector, MPa, here it is 
used always kg and mm). X is measured as the number of 
rotations of the implant multiplied by about half distance 
of its circular-spherical length. However, in this paper is 
better approximated according to human biomechanics and 
kinesiology. The average rotation of femur head cannot reach 
180° at any biomechanical movement in common patients. 
This is valid for flexion, extension, flexion-rotation, extension-
rotation, abduction, adduction, external/internal rotation, or 
combinations of these [18,19,31]. For the program settings, 
one cycle is taken as the length corresponding to the maximum 
kinesiologic rotation angle. The maximum femur rotation 
angle value is 145° in flexion. In the software, this magnitude 
is implemented. That is, Mc of rotation length is calculated: 
circumference implant-head radius R by π for a factor of 
angle of 145° and by 106. Therefore, the erosion in vitro data 
resulted from this optimization always has to be considered 
as the maximum angle possible. Number of rotations also 
depend of the individual patient factors. These could be age, 
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daily physical activity, muscular type, race, genetic heritage, 
associated diseases, country, sport habits, profession, climate, 
etc.

The load for vector L was taken as in previous ceramic 
contribution [1]. Its magnitude to be implemented is 
rather difficult because usually the load is divided in X,Y,Z 
components [1]. Average values and/or forces resultant values 
are taken. For nonlinear optimization, the average values will 
be implemented in the program [1,26]. In this study, a load 
of around 200% of body weight (200%BW) is applied for 
optimization constraints, according to the most usual values 
of literature [1,2,3,27,19,20,26]. Constraints for load are set 
from a 50 kg patient till a 80 kg patient. 50 kg corresponds, 
for example, to the body weight of a lightweight patient, or 
any elderly women who present a high incidence/prevalence 
of femur head fractures.  

The OF with L2 Norm that is used, [Casesnoves Algorithm, 
2020-1], without fixed constraints reads,
minimize,
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where the constraints values (a-e), will be detailed in (5). K is 
wear constant specific for each material, L biomechanical load 
(vector, N, passed here to kg and mm), X sliding distance of 
the acetabular semi-spehere of the implant (vector, mm), W 
is wear (vector, mm3), and H is the hardness of the implant 
material (vector, MPa, here it is used always kg and mm). 
The software and mathematical methods of this contribution 
constitute both an improved evolution and evoluted programs 
from previous publications in ceramic and metal THA [1,2,1
8,22,24,26,27,28,29,30,31,32,33,34] with Matlab. Fortran 90, 
[24], was used to check/validate the numerical precision of the 
results. GNU Octave and Freemat [18,22,24,32], was used to 
verify 3D Interior Optimization Figures 5-9. The variations/
improvements are usage of 2D Graphical Optimization and 
3D Interior Optimization methods in Matlab and GNU Octave 
Systems. In every case, programming involves different 
structure, subroutines, and patterns. K is the principal variable 
for optimization. The reason is that with a multiobjective K 
parameter it is possible to carry out in vitro simulations in 

the materials selection process. The hardness for simulations 
in vitro, within the optimization hardness interval, could be 
therefore different than the metal types of Table 3. Therefore, the 
least-squares OF inverse algorithm [Casesnoves, 2021,1,2,24] 
implemented constraints are,
min mize OF , subject to,
 N = 2 x 106,
 
 
 1,863 x 106  ≤ | H | ≤ 35303940 [kg, mm];
 7.5 x 104 x 9.8066 ≤ | L | ≤ 2.0 x 105 x 9.8066 (200% BW);
  = π x 28 x (145 x 106) / 180 (1 million cycles);    (5)

Provided this OF and constraints, running program time 
resulted be between 2-8 minutes—with a standard current 
microprocessor and pc memory. 3D Interior Optimization 
Matlab plots take longer time because there are 3D volume 
matrices, a number of nested arrays and patters compared to 
2D Graphical Optimization. Scale factors are essential in both 
types of imaging suroutines and codes for sharp visualization 
[1,2,5,24]. Image processing and computer vision program-
sentences and commands are essential to obtain good graphics. 
3D Interior Optimization GNU Octave plots take longer time 
than Matlab and provide with good computer vision imaging. 
GNU Octave Image Processing programs are set with different 
subroutines compared to Matlab but similar software, arrays, 
nested loops and patterns than Matlab [27,28,38,40].

Results
The results are presented both numerically and in graphics with 
Matlab. Numerical results are detailed in Table 4. Graphics 
software was designed to show local minimum in function of 
several parameters. In Table 4, the multiobjective nonlinear 
optimization for all metals of the selected group. Figs 2-4 
show the model 2D Graphical Optimization. The curves and 
areas correspond to model objective function (Y axis) related 
to parameter values (X axis). Nonlinear multibjective 2D 
optimization matrix was set with 2 x 106 functions. Running 
time was about 2-8 minutes to obtain local minima and 
graphics. The 2D coloured-surfaces obtained are filled with all 
the OF values for those 2 million functions. As it occurred for 
THA ceramic modelling optimization, [2], it is demonstrated 
the exclusive existence of local minima. Residual-norms are 
low considering the 2 million OFs of the optimization matrix.  
3D Matlab Interior Optimization graphs are shown in Figures 
5,6,7. These prove the consistency of 2D Graphical and 
Numerical Optimization. Freemat [18,22,24,32], was used to 
verify 3D graphics and Fortran [24], for all numerical results. 
3D GNU Octave Interior Optimization graphs are shown in 
Figures 8,9. These programs are different and provide with 
good images. GNU Octave Image Processing tools show be 
efficacious although slower than Matlab.

Numerical Optimization Results
Table 4 shows summary of mutiobjective optimization 
numerical results. The optimal K for a suitable local minimum 
of the model is 56.323551 x 10-9 . The model optimization 
has not a global minimum, [1,2], and after several tentatives 
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with different initial guess vectors the lowest residual-norm 
found corresponds to this figure of K. Optimal hardness is 
approximately  2.900 x 107  [all in Kg, mm]. Residual-norm 
value is low, given the number of functions of the OF. With 
2D Graphical optimization and 3D Interior Optimization 
search, a series of optimal intervals were found in graphs with 
cursor. These 3D results confirm/validate the 2D Graphical 
Optimization numbers.

Material Optimal K
adimensional

O p t i m a l 
hardness
(kg, mm)

Stainless Steel 56.3236  x 10-9

[truncated]
2.900 x 107

[truncated]Co-Cr-Mo
(Ni, Fe, 
Co-based-alloys)
Titanium alloys
R E S I D U A L - N O R M 
FOR OPTIMAL K

1.311 x 103   [truncated]

OPTIMAL
DIFFERENCE
[EXPERIMENTAL-
MODEL]

0.005   [truncated]

3D GRAPHICAL-INTERIOR OPTIMIZATION
RESULTS

3D MATRIX
PROGRAM

Validation
of K optimal parameter.
In chart. Validation of erosion 
rises when Hardness decreases

OPTIMAL K
INTERVAL

[45.324 , 60.324] x 10-9  
[truncated]

OPTIMAL HARDNESS
INTERVAL

[1.811 , 2.932] x 107

[truncated]
O P T I M A L 
DIFFERENCE
[EXPERIMENTAL-
MODEL]
INTERVAL

[0.005 , 0.083]  
[truncated]

Table 4: Multifunctional numerical results for 2D Graphical 
Optimization and 3D Interior Optimization

2D Graphical Optimization Results
First optimization program has two parts. The first one is 
related to numerical results for K and optimal hardness. The 
second is the plotting of 2D Graphical Optimization. Table 4 
details numerical results. Figures 2, 3 show the 2D Graphical 
optimization results for about 2 x 106 functions. Figure 2 
demonstrates the optimization region and the decrease of 
erosion when hardness increases and the difference between 
experimental values and model figures. Figure 3 shows the 
optimal hardness obtained verification with 2D Graphical 
Optimization. The optimal K value got was 56.3236  x 10-9. 
The optimal hardness obtained is 2.900 x 107 approximately . 
All numerical values are expressed in mm, mm3 , and kg. The 
K-metal magnitude results be higher than K-ceramic standard 

parameter for ceramic THA optimization [1,2]. 

Figure 2: Optimization region and the decrease of erosion when 
hardness increases and the difference between experimental 
values and model figures. There is a peak at low hardness that 
overlaps the experimental interval. This is comfirmed also in 
3D Interior Optimization graphs. However, in general all the 
harness interval is within the experimental numerical interval 

region.

Figure 3: Optimal hardness obtained verification with 2D 
Graphical Optimization. Numerical values can be obtained 
both with software and graphics. The minimum-peak at [1.5, 
0.5 x 107 ] in this case has no significance for optimization. The 
optimal hardness corresponds to the average value for almost 

all region located at 2 x 107.

Figure 4: Optimal hardness obtained verification with 2D 
Graphical Optimization. Numerical value can be obtained 
both with software and graphics. That value is approximately 
at the same numerical distance from the higest region values 
and the lowest region figures. The peak at very low hardness 
is not taken into account, that surpasses the optimization 

experimental interval.
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3D Interior Optimization Results
Second optimization program(s) are based on nested arrays 
and a 3D volume-matrix with 106 elements (Figures 5,6,7 
second program) implemented in different program structures 
for Matlab and GNU Octave. X axis shows K interval 
around optimal value obtained with optimization program. 
Y axis shows the hardness interval. All numerical values are 
expressed in mm, mm3 , and kg. The software design was 
rather complicated [1,2,24]. Matlab programs have differents 
subroutines, arrays, and patterns compared to GNU octave. 
Running time in GNU Octave is longer than Matlab but image 
quality is almost equal.

Figure 5: The 3D Interior Optimization matrix image with 
106 elements. At Z axis the wear model in absolute value. It 
proves that erosion is higher when hardness is lower and load 
is higher. Matrix has 106 elements and was set with K optimal
interval that was obtained with 2D optimization algorithm.The 
program was rather difficult with several long nested patterns. 
Note that almost all the surface falls within experimental 
interval, matching model-experimental consistency. The 3D 

peak corresponds to the 2D peaks of Figures 2-4.

Figure 6: The 3D Interior Optimization matrix image with 106 
elements, but setting at Z axis the Objective Function. OF is 
almost null for most of surface. It also proves that erosion is 
higher when hardness is lower and load is higher. Matrix has 106 
elements and was set with K optimal interval that was obtained 
with 2D optimization algorithm. The program was rather 
difficult than previous image with several long nested patterns. 
Note that almost all the surface falls within experimental 
interval, matching model-experimental consistency. The 3D 

peak corresponds to the 2D peaks of Figures 2-4.

Figure 7: Demonstration of 90% accuracy zone for the model.
The 3D Interior Optimization matrix image with 106 elements,
but setting at Z axis the Objective Function. OF is almost null 
for most of surface. It also proves that erosion is higher when 
hardness is lower and load is higher. Matrix has 106 elements 
and was set with K optimal interval that was obtained with 2D
optimization algorithm. Imaging processing commands were 
used to obtain this picture. The reason for the big magnitude 
of the peak at lower hardness is that in the program was 
implemented a variant of the model formula. In this algebraic-
variant the experimental wear is set at denominator, and when 
it approaches to zero, the absolute difference of the model 
with the experimental tends to very high values. However, this 
algebraic-variant of the model with the optimal adimensional 

K is accurate at 90% .

GNU Octave software comparative optimization
Recently, GNU Octave software shows a number of new 
imaging processing tools. These computer vision programming 
tools give a good quality images/graphs. Figures 8 and 9 show 
how the Matlab graphs from Figures 5-7 can be performed 
with similar software in GNU Octave. The results are fine with 
sharp images. Time for getting an image is about 30 seconds 
longer than Matlab. GNU Octave Imaging tools are more 
simple than Matlab, but work correctly and fast. 

Figure 8: GNU Octave 3D Interior Optimization matrix image 
with 106 elements, but setting at Z axis the Objective Function. 
OF is almost null for most of surface. It also proves that erosion 
is higher when hardness is lower and load is higher. Matrix 
has 106 elements and was set with K optimal interval that 
was obtained with 2D optimization algorithm. The program 
running time is longer compared to Matlab. Note that almost 
all the surface falls within experimental interval, matching 
model-experimental consistency. The 3D peak corresponds to 
the 2D peaks of Figures 2-4. The reason for the big magnitude 
of the peak at lower hardness is that in the program was 
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implemented a variant of the model formula. In this algebraic-
variant the experimental wear is set at denominator, and when 
it approaches to zero, the absolute difference of the model 
with the experimental tends to very high values. However, this 
algebraic-variant of the model with the optimal adimensional 

K is accurate at 90% .

Figure 9: GNU Octave demonstration of 90% accuracy zone 
for the model. The 3D Interior Optimization matrix image with 
106 elements, but setting at Z axis the Objective Function. OF 
is almost null for most of surface—both in Matlab and GNU 
Octave. It also proves that erosion is higher when hardness is 
lower and load is higher. Matrix has 106 elements and was set 
with K optimal interval that was obtained with 2D optimization 
algorithm. Octave Imaging Processing commands, simpler 

than Matlab, were used to obtain this picture.

Validation of Numerical Results
To verify the numerical results the optimal values are 
implemented in the model as follows,

 

 
 
As it was wanted to prove. The value 0.1486 is within the 
experimental interval [0.001 , 2.000]. When implementing 
hardness magnitudes around 2.5 x 107, the erosion prediction 
comes near to the experimental erosion interval upper bound

Medical Physics and Biomedical Engineering applications 
There is a large number/varieties of applications for the 
results of the study. Table 5 shows four branchs in this line. 
Namely, theoretical-mathematical, experimental, clinical and 
extrapolated applications. Once a model has been verified/
fitted with experimental and clinical data, the other aplications 
emerge easygoing.

COMPUTATIONAL MEDICAL PHYSICS AND 
BIOENGINEERING APPLICATIONS
THEORETICAL-MATHEMATICAL
MODELLING (1) CT Scans data to measure 

with FE wear in post-
operative,
Analytical models can be 
set in FE modelling within 
elements 

MODELLING (2) Prediction of wear after THA 
implant is set, short-term and 
long-term

EXPERIMENTAL
LABORATORY
METHODS AND
SIMULATIONS

Improvements in simulation 
lab tasks getting more 
accuracy in modelling
Design of new models
Finite Elements method 
applications 

CLINICAL
HIP PROSTHESES Decrease of debris 

complications for wear 
increase

THA
ORTHOPEDICS

Prevent dislocation 
metallosis and soft-tissue 
damage

PRE-OPERATION Pre-operative simulations for 
operation improvements at 
theatre

POST-OPERATION Prevent dislocation,pain, 
referred radicular pain, 
throchanteric bursitis, and 
ALTR (adverse local tissue 
reactions)

REHABILITATION Getting faster/better 
rehabilitation

DEFORMATIONS Improve of THA for severe 
hip deformity

PREVENTIVE MEDICINE Statistics for prevention 
of incidence/prevalence of 
hip joint diseases, statistic 
models for disease evolution

EXTRAPOLATED APPLICATIONS
KNEE ARTHROPLASTY
MODELS

Erosion/wear modelling in 
knee arthroplasty similarity 
improvements

OTHER ARTICULATIONS
MODELING

Extrapolable methods for 
other articulation wear 
modelling

SPORT MEDICINE Modelling for high-
performance sport-medicine 
prostheses

Table 5: Applications of the study in several theoretical and 
practical areas.
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Discussion and Conclusions  
The result of this further research, [1,2], in THA modelling 
are numerical, graphical, and software-computational. The 
optimal numerical achievement is a K-adimensional constant 
for the model. The graphical-imaging results are 2D Graphical 
Optimization and 3D Interior Optimization useful charts.  
Sofware design-calculations constitute a series of programs 
with accurate results—they have been proven along a series of 
studies [1,2] for this model, and show the exclusive existence 
of local minima for this model. Another result in 2D Graphical 
Optimization and 3D Interior Optimization is the demonstration 
of the Image Processing and Computational Vision Toolboxes 
practical functionality in nonlinear optimization. Following 
further software development than previous contributions, two 
Programming Systems are used/compared. Namely, Matlab 
and GNU Octave ones. Both Systems show/validate the 
objective function magnitude minima for the model. 

Then, an inverse multifunctional optimization study was 
presented with a classical wear model improved and an original 
programming algorithm. The model was applied on material 
wear for 3 groups of metal THA. The selected materials were 
Stainless Steel, Co-Cr-Mo (Ni, Fe, Co-based-alloys) and 
Titanium alloys.

The software implemented for the algorithm [Casesnoves, 
2021], provided a series of OF local minima for optimal K. The 
best selection among these resulted in an acceptable standard 
K parameter and optimal model hardness. The magnitude 
order of this K is highen than tan ceramic THA one obtained 
in previous investigations [1,2]. The graphs show a peak of 
magnitude difference at very low values of hardness. This 
is caused by the large multiobjective optimization interval. 
It is also due in 3D Interior Optimization graphics to the 
algebraic-variant model formula that was implemented in the 
3D array program. Accuracy of model shows be around higher 
than 90%. Efficacious usage of the study are theoretical and 
experimental—which are syneric and complementary. Namely, 
theoretical improvements for the model and its advanced 
theoretical/experimental fitness. Experimental applications 
comprise the utility of the K parameter and optimal hardness 
any metal-material wear prediction within the interval model 
whose parameters were computationally chosen. Residuals-
norms in this optimization performance are acceptable of 
103 magnitude order. Graphs presented resulted clear/sharp 
with acceptable visualization. Running time for programs 
is from 2 to 7 minutes. If matrix is higher than 106 elements 
in 3D Interior Optimization, the images late about 10-20 
minutes. GNU Octave image processing takes longer than 
Matlab but provides with good imaging quality. Its software 
was implemented with different subroutines and options, but 
similar arrays, patterns and nested loops.

The objective of the study can be extrapolated for other in vitro 
THA metal experimental. Provided the hardness magnitude is 
within the optimization interval and the chemical composition 
is not excessively different, simulations are feasible. 
Improvements in algorithms, software, imaging processing, 

and model design emerge from these findings. Mathematical 
modelling optimization method(s) are also extrapolable to 
other similar biomechanical-orthopaedic wear models.
In brief, an accurate and efficient multiobjective optimization 
to obtain functional modelling parameters in metal THA 
erosion was presented. Applications in Medical Physics come 
from all this biotribological modelling improvements [43,44]. 

Scientific Ethics Standards
2D/3D Graphical-Optimization Methods were created by 
Dr Francisco Casesnoves on December 2016, and Interior 
Optimization Methods in 2019. This software was originally 
developed by author. This article has a few previous paper 
information, whose inclusion is essential to make the 
contribution understandable. The nonlinear optimization 
software was improved from previous contributions in 
subroutines modifications, patters, loops, graphics and optimal 
visualization with GNU Octave new software. This study 
was carried out, and their contents are done according to the 
European Union Technology and Science Ethics. Reference, 
‘European Textbook on Ethics in Research’. European 
Commission, Directorate-General for Research. Unit L3. 
Governance and Ethics. European Research Area. Science and 
Society. EUR 24452 EN [43,44]. And based on ‘The European 
Code of Conduct for Research Integrity’. Revised Edition. 
ALLEA. 2017.year. This research was completely done by 
the author, the computational-software, calculations, images, 
mathematical propositions and statements, reference citations, 
and text is original for the author. When a mathematical 
statement, proposition or theorem is presented, demonstration 
is always included. When anything is taken from a source, it is 
adequately recognized. Ideas from previous publications were 
emphasized due to a clarification aim [43,44].
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